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State augmentation: 

z =
x 

 
 

 

 
 

p(z,t |Y)

But doing this in a real model can be much more difficult. 



Difficult to find atmospheric parameters that are strongly correlation to easily 

observable quantities near the surface (soil maybe easier). 



a) Distribution of parameters in the 
NOGAPS convective parameterization that 
control the amount of moist air drawn 
through the base of a convective cloud.  
Solid curves show theoretical relationship 
curves, points are optimized parameter 
values.  Different colors indicate different 
convective regimes.  Model is perfect.

b) As for a), but now with an imperfect 
model where the cloud-based mass flux 
parameters are being used to offset error 
in the convective momentum transport.  It 
is possible to degrade the fidelity of the 
model in order to improve its output (from 
MIT PhD thesis of V. Khade).
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ANOVA Models

• Analysis of variance (ANOVA) models are a classical statistical technique for 

studying whether a scalar outcome differs according to some categorical 

variable or factor. The classic example is a clinical trial, where the factor is 

drug/no drug.

• The main idea of the model is that we batch certain sets of observations 

according to their expected values and then say that they have a common 

(conditional) distribution. For example,

Test H0 : μ1 = μ2

Drug: X11, . . . , X1n1

iid∼ N(μ1, σ
2)

No Drug: X21, . . . , X2n2

iid∼ N(μ2, σ
2)
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ANOVA Models

• In a traditional ANOVA

model, we decompose

deviations from means

of batches.

μ εij

“Total” (3) “Within group” (1) “Between group” (2)
Compute test

statistic based on

sums of squares.

Estimate the model 

and test for main 

effect.

OR, EQUIVALENTLY

(Xij − X̄) = (Xij − X̄i) + (X̄i − X̄)

Xij = X̄ + (X̄i − X̄) + (Xij − X̄i)

αi
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Xij (s,t) = μi(s,t) + ij (s,t)

Xij (s,t) = μ(s,t) + i(s,t) + ij (s,t)

i models (WRF, COAMPS) 

j ensemble members 

spatial location s 

time t 
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q 

U

t
= ...+ F + q

q = ak k
k

We then estimate the coefficients ak of basis functions  to 

limit the problem dimensionality to size k.  Compare these 

estimates to the ANOVA error model to determine success. 
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Prior ensemble-mean error in U (m/s) Parameter estimate q(s).  

Assimilating model has a U-tendency error of -0.0001 m s-2 (known).  Here I forgot 

to apply the tendencies on the RHS, so the parameter estimates do not act on the 
state.  Initial parameter distributions are uniform random and constant in space.  

These pictures are after 12 h, assimilating hourly.  



Here RMSE is the RMS (parameter - 0.0001). 



Black is no assimilation, red is assimilating first-layer U,V hourly.  Model is 

deficient by 0.0001 m s-2.  Initial spread (random spatially correlated 
perturbations) is large, but initial error is only due to sampling error. 

Model layer 1 Model layer 7 
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